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Abstract. Deep Deductive Reasoning refers to the training and then executing of deep learning systems to perform deductive
reasoning in the sense of formal, mathematical logic. We discuss why this is an interesting and relevant problem to study, and
explore how hard it is as a deep learning problem. In particular, we present some of the progress made on this topic in recent
years, understand some of the theoretical limitations that can be assessed from existing literature, and discuss negative results we
have obtained regarding improving on the state of the art.
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1. Introduction

Deductive reasoning over formal logics is arguably the central computational task in symbolic Artificial Intelli-
gence (AI) [1]. A given formal logic usually carries a formal semantics that is often model-theoretic and as such
defines in mathematically precise terms the notion of logical consequence. In symbolic form, given a logical theory
K (in symbolic AI – more precisely in the subfield of Knowledge Representation – often called a knowledge base,
i.e., a set of logical formulas over the formal logic), we write K |= F if F is a logical formula over the same language
and F is a logical consequence of K, meaning that F can be derived from K by deductive reasoning.

An important aspect of Knowledge Representation (KR) research is to find correct and scalable algorithms for
deductive reasoning over KR-relevant logics. However, the mathematical definitions often do not easily translate
into algorithms. Indeed, algorithms for more expressive logics tend to be so involved that they often need correct-
ness proofs. Furthermore, they tend to be of high computational complexity, if the problem of computing logical
consequences is at all decidable. Indeed, some prominent logics, such as first-order predicate logic, are not decidable
but only semi-decidable, and some higher-order logics, including some non-monotonic logics of importance to KR,
are not even semi-decidable [2]. Among the decidable logics are many from the Description Logics family [3] that
are relevant for KR-based data management, and some of which have become W3C standards for the Semantic Web
research field [4]. Their complexities can be very high, e.g., the OWL 2 DL standard is based on the Description
Logic SROIQ and has N2EXPTIME1 worst-case complexity [5].

Deep Deductive Reasoning (DDR) [6] refers to the training and then executing of deep learning (DL) systems
to perform deductive reasoning. There are several reasons why the study of DDR is a worthwhile undertaking.

*Corresponding author. E-mail hitzler@ksu.edu.
1which is nondeterministic double exponential, i.e., nondeterministic 22

f(n)
where f is polynomial in n
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Fundamentally, DDR presents us with a set of related problems of differing difficulty, at scales that can be chosen
arbitrarily, and with mostly easy-to-obtain training data, and thus makes it possible to explore the capabilities and
limitations of DL in what is similar to a controlled laboratory setting. A different perspective on the problem is
motivated from a cognitive science viewpoint, in that KR and DL can be understood as simple formal abstractions
of cognition, respectively, the human brain: And while we humans are capable of performing deductive reasoning,
we would like to understand if and how this can be done with DL systems. A third perspective is more applied: DDR,
if it could be made to work with high accuracy and at scale, promises improvements over conventional deductive
reasoning algorithms through better tolerance of errors and noise in the data (which conventional algorithms do not
handle well) and improved reasoning speed (in the light of high computational complexities). At the same time,
capturing deductive reasoning in DL systems opens avenues for neurosymbolic architectures that truly combine
learning and reasoning, without the need to recourse to hybrid architectures.

The rest of the paper is organized as follows. In Section 2, we will give a brief overview of existing DDR research.
In Section 3 we will discuss theoretical limitations on DDR that can be derived from the literature. In Section 4 we
report on some of our failed attempts to improve DDR, which we include to emphasize how difficult the problem
is, and in order to aid other researchers by reporting on paths that appear to be dead ends. In Section 5 we conclude.

2. Brief Literature Review

There are a number of particularly important features when assessing DDR approaches and systems:

– The specific logic is being reasoned over, and in some cases also the reasoning task, as different reasoning
tasks have differing complexities for some logics. For example, in logic programming, often only the deriva-
tion of logical consequences that are ground facts (and not complex formulas) is important. Computational
complexities of the reasoning tasks provide a first indicator how difficult reasoning over the logic is. A less
formal notion than complexity is expressivity of a logic: A more expressive logic makes it easier for a human
to encode complex problems in them. For example, RDFS and EL+ are both of polynomial complexity (the
latter for so-called completion reasoning) [5], but it would be reasonable to argue that EL+ is more expressive
than RDFS, despite the lack of a formal notion for this. It is then reasonable to expect that logics that are of
higher computational complexity, or are more expressive, pose higher difficulties for DDR.

– In order to do DDR, the deductive reasoning problem needs to be transformed into a problem suitable for
DL. There appear to be two different principled ways to do this. The first is to phrase DDR as a classification
problem: Given a knowledge base K and a logical formula F, determine whether or not K |= F. The second is
to create a generative DDR system that is capable of producing all logical consequences of a given knowledge
base. Of course, for logics where the set of all logical consequences is infinite, some reasonable finiteness
restrictions have to be imposed, but this can usually be done in some meaningful and straightforward way, e.g.,
by limiting the syntactic length of formulas considered as logical consequences. It is reasonable to assume
that generative DDR is more difficult than DDR via classification: although in principle they can be reduced
to each other, the reduction of classification to the generative approach is trivial, while the converse requires
running the classification for each possible formula, an approach that will not scale. For this scalability reason,
generative DDR promises more avenues for applications.

– In deductive reasoning, the names of identifiers (constants, predicates, etc.) are insubstantial in that a consistent
renaming within a knowledge base does not change the deductive reasoning results or procedures. Symbolic
algorithms are likewise independent of identifier names. Ideally, DDR systems would have the same capability,
i.e., to transfer to inputs over new and previously unseen vocabularies.

– Scalability is another important aspect and has at least three distinct variants:

* Scalability in terms of input size. Application oriented knowledge bases sometimes have hundreds, and
sometimes millions or even billions of logical statements. For DDR systems, it is important to note what
input sizes can be ingested so that accuracy is still high.

* Scalability in terms of training time needed, which of course is related to the input sizes considered.
* Scalability in terms of the runtime of the trained DDR system.



Hitzler et al. / Deep Deductive Reasoning is a Hard Deep Learning Problem 3

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

Table 1
Comparison of DDR approaches

Method Logic Generative Transferable Scalability Training time Testing time Accuracy
[7] RDF No No Moderate ≈ 60 min < 1ms Accuracy of 87-99%
[8] RDF Yes No Moderate N/A N/A F1-score of 0.03-1
[9] RDFS Yes No Low ≈ 12 min N/A Accuracy of ≈ 100%
[10] RDFS Yes No Low N/A N/A Accuracy of 95%
[11] RDFS No Yes Moderate N/A N/A Accuracy of 52-96%
[12] EL+ Yes No Moderate N/A N/A Somewhat better than guessing
[13] EL++ No No High N/A N/A Hits at rank 1 ≈ 0.06

[14] OWL 2 RL No No Low N/A N/A Accuracy of 99%
[15] ASP Yes No Very low N/A N/A N/A
[16] OWL DL Yes No High N/A < 355 s F1-score of ≈ 0.95

[17] ALC No No Moderate < 27 min N/A Accuracy of ≈ 97%
[18] FOL Yes No Very low ≈ 20 sec N/A Precision of 0.7

– Finally, accuracy of a DDR system is of importance, and it is probably best assessed in terms of precision,
recall, and f-measure values by taking a symbolic reasoner as basis for ground truth.

Considering these dimensions, we provide a comparison of existing DDR approaches of which we are aware,
summarized in Table 1. In [7], their goal was to use LSTMs and CNNs to approximate stream reasoning with C-
SPARQL (Continuous SPARQL). C-SPARQL has a limit of processing triples per second, and as queries become
more complicated, the time to provide answers will increase, and in cases where the amount of triples per second
exceeds the limit, C-SPARQL provides incorrect results. Thus, the reasoning time will increase when we have
an enormous amount of data, so an approximation method should be applied. The results show that for highly
complicated queries, the LSTM provides better results, while the CNN performed a little bit better for other queries
and the time is less than for the LSTM. A Recursive Reasoning Network (RRN) is proposed as the deep learning
model for ontology reasoning in [14]. It is mentioned in their paper that knowledge bases with the same ontology but
different facts are used for training, so regarding the transferability, they noted that the trained model can be used on
different databases with similar vocabularies (unseen KB but for the same ontology), so we considered it as a non-
transferable reasoning model in our sense. In [18], a model based on Logic Tensor Networks (LTNs) is applied for
reasoning over first-order predicate logic (FOL). They claim that this model is a good model for simple reasoning,
and also, after training, they can reason over combinations of axioms they were not trained on. A Bidirectional GRU-
based model is proposed in [9] for noise-tolerant symbolic reasoning. Their results show that in those classes with
thousands of instances, the accuracy is high, on the other hand, this model for the small-instanced classes does not
perform well as is expected in deep learning. In [10], they proposed a model that also provides explanations for how
the inferences are generated besides the inferences; their model consists of a parallel path using bidirectional GRU.
A non-generative but transferable model based on memory networks is developed in [11]. For this purpose, RDF
triples are stored and the model is trained to embed the knowledge graph to be able to predict the query result. Note
that this is the only approach to date that has been shown to be highly transferable, with high accuracy and moderate
scalability. In [12], an LSTM-based noise-resistant model is presented for learning EL+ reasoning, however with
only low accuracy; more details can be found in Section 4. Also, [15] presents an end-to-end method for answer
set programming (ASP), considering loop formula constraints in Lin-Zhao’s theorem to minimize the cost function,
and their neural network computation only consists of a RELU network and a linear output layer. Their algorithm
was evaluated on very small problems and the average of its output compared to actual solutions, as well as the
algorithm’s running time, was reported. In [8] they approached reasoning as a problem of transforming one graph
into another (inference graph) and the model is based on the Bidirectional-GRU. An approximate reasoning method
for ABox is proposed in [16], it is a CNN-based model which aims to learn to do logical deduction on their generated
synthetic data, and also, it is mentioned that the test data does not have any interaction with train data, but since they
used a shared TBox, it cannot be considered fully transferable. It is worth mentioning here that the reasoning time
of Pellet and Hermit is much more than the proposed method. In [13, 19], the authors proposed a model to consider
many-to-many relations for embedding ontologies, and then they provide a subsumption classification evaluation.
In the table, the average of their evaluation of many-to-many relations is shown. We can see that accuracy is rather
low. [17] presents a feed-forward neural network in order to provide an approximate classification of subsumptions
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in the context of ALC ontology, and also, it should be noted that as the embedding layers for a new knowledge base
must be trained using the reasoner (the reasoner head is frozen for this purpose) this model is partially transferable.

We note, in particular, that none of the current systems is both generative and able to transfer. Furthermore,
scalability is generally below many requirements in practice. The exception may be [16] – however this system
makes use of only small TBoxes (which are the actual logical axioms), i.e., only the ABox (essentially, the non-
axiom facts) is large. It is thus fair to say that, at present, research results do not yet meet realistic application
requirements.

3. Theoretical Limitations

Deductive reasoning problems have a long history as complete problems for complexity classes, and those in
knowledge representation tend to possess high complexity. Therefore it is natural to think that DDR is subject to
severe theoretical limitations, but is this true?

Deep learning can be studied through several abstract models. The most direct and literal is the analytic model (see
e.g., [20, 21]), in which neural networks are a class of functions of real variables, studied in terms of approximation,
convergence, etc., with computational considerations kept to a minimum. An advantage of this point of view is its
ability to see specifics of different architectures that would be washed out in other models, letting us more often
compare predictions against empirical results. However, it is not well suited to study hardness in absolute terms:
typically one can prove facts such as rapid convergence-in-probability of stochastic gradient descent, or lack thereof,
but this only concerns the performance of one algorithm (e.g., stochastic gradient descent) at a time.

The other obvious model is boolean circuit computation [22]. We represent neural networks as discrete functions
acting on boolean vectors, and so all considerations are quite different. Typically some proxy such as “majority
threshold circuits of constant depth” (TC0 circuits) is used for neural networks [23], which are, after all, structured
like big circuits, with inputs feeding forward to outputs, and threshold gates are indeed similar in spirit to neurons.
However, a “reduction” is implicit between the neural architecture and the abstraction, which makes differences
between architectures invisible.2 The facts that this model represents are different at a more basic level too: phe-
nomena of floating-point representation and rounding error, for example, are implicitly taken into account, which
are ignored in the analytic model. could these differences be purely a priori, and in fact the practical limitations
implied by the two systems are similar? The state of the art in both is too undeveloped to know, but we can mention
one “coincidence”: in both models, a small fixed number of layers seems to provide a lot of expressiveness. MLPs
with one hidden layer can uniformly approximate continuous functions on a compact domain3 [20]. And no one has
yet proven that TC0 circuits of three layers do not solve all problems in EXPTIME [23].

The circuit model is more germane to the study of DDR, because deductive reasoning problems are discrete, but
there is another issue that bears mentioning. Whereas a Turing machine has a finite number of states, a circuit family,
with enough circuits to process inputs of any length, is an infinite one [23] because a different circuit is required
for each input length. It is thus possible to decide some nonrecursive languages with circuits. This feature, called
“nonuniformity”, is a plague on lower-bound proofs; proving problems too hard for circuits is generally harder than
proving them too hard for Turing machines with similar resource bounds. We do not understand whether this reflects
a significant phenomenon or just a gap in our knowledge.

When a decision (classification) problem is not in a nonuniform complexity class, such as TC0, this means that
no family of small circuits of the appropriate type can perform the classification correctly. Assuming the often-
assumed analogy between circuits and neural networks [23], it would say the problem is hard in a way that has
nothing to do with training – no matter how well we can train our networks, there is no correct network to be found

2There are exceptions. Some neural architectures, e.g., recurrent, can feed variable-length inputs to a single network [24]; we can easily
represent its different “length modes” as different circuits, but this makes “constant depth” implausible and introduces uniformity (see below).
Constant-depth may also be implausible for convolutional networks. Recognizing objects in images generally requires more down-sampling
layers for higher resolution, i.e., at least logarithmically more layers for larger inputs. The class of languages accepted by logarithmically-deep
threshold circuits is called TC1.

3a fact used to link deductive and reasoning with MLPs in the pre-DL era [25, 26]
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by training. Therefore we might get better bounds if we modeled neural networks instead by uniform families of
threshold circuits, which have an efficient procedure that generates the circuits, a process that is potentially analo-
gous to training. One well-studied notion of uniformity is efficient decidability of the “direct connection language”
which fully describes a circuit family,4 but this represents the extent to which a network’s structure has a simple
mathematically-regular “plan”; intuitively this has nothing in common with the kind of constructiveness in networks
trained by backpropagation.5 For the special case of DDR, we may fall back on a blunter notion: we may model
a pair of training algorithm and neural architecture as a circuit family generated by a Turing machine, the action
of this Turing machine encompassing both generation of training data and the learning procedure. This model is
more appropriate for DDR than for most deep learning problems, since we know how to write a program to generate
ground truth in the form of sets of valid axioms. Neural networks conceived this way have serious limitations. For
instance: suppose we want to use a polynomial-time6 procedure to train a reasoning network for an EXPTIME-hard
description logic problem, such as “ALC subsumption with respect to a general TBox” [29]. Suppose we generate
training data deterministically using a reasoner program, and we demand perfect accuracy from the trained network.
If we can generate the data in less than exponential time (strictly, time O(2no(1)

)), then by pipelining the two pro-
cesses we will end up with a deterministic algorithm that does ALC subsumption testing in less than exponential
time, which is impossible. The takeaway is that for hard logic tasks we cannot both learn efficiently and generate
quality training data efficiently – at least one of these steps must be a bottleneck.

We have neglected the issue that deep learning is inherently random and fuzzy. Since most known facts about
hardness of logic concern exact decision problems, with no provision for error, the easiest type of limitations to
prove are those of exactly-correct networks. These results mostly just confirm the intuition that deep learning has to
be random or fuzzy. Sometimes, though, results do generalize to the fuzzy case. Suppose we want to train, in polyno-
mial time and from a polynomial amount of data, a network that does SROIQ reasoning with merely approximate
correctness.7 Then no polynomial-space procedure can generate our training samples. If it could, then there would
be a PSPACE algorithm for SROIQ,8 which is impossible because SROIQ satisfiability is N2EXPTIME-hard.

For deep learning in general, one might argue that we do not have a computational model for the knowledge in
a dataset of arbitrary real-world examples because thinking about the example generator as a Turing machine is
misleading – we do not know whether the universe can be modeled as a Turing machine.9 Even for DDR, perhaps
the bottleneck really is just the uninsightful ways we can automatically generate ground truth, and if we trained
on example deductions made by human experts we could do better.10 If this is so, then perhaps we ought to model
neural networks as if training data is arbitrary. This approximation made, the only circuit-based limits to their power
are non-uniform ones, but there is now no possibility of stochastic models performing better than exact ones, since
randomness and error tolerance give no advantage to nonuniform computers.11 It is almost trivial to prove that
2EXPTIME-hard problems do not have polynomial-size circuits. So SROIQ reasoning is out of reach even with
the most ideal training set and unlimited time to train stochastically.

Weaker logics provide more interesting problems. It is widely conjectured, though hard to prove (it implies P
̸= NP), that NP-hard problems do not have polynomial-size circuits. If this is the case, then regardless of our

4variously defined; see e.g., [22, 27]
5Though it may have something unintuitively in common; sometimes trained networks “organize” in a planned-looking way [28].
6in the network input width and in the amount of training data
7We mean that, for some ϵ, for every input x, if we train a fresh network, it will accept x with probability at least 0.5 + ϵ if x is a positive

instance and no more than 0.5− ϵ otherwise.
8This is because we can use random bits to train a network, then simulate it on the input, and the result is a polynomial-time stochastic

algorithm that is correct if given the right training data, but whenever such an algorithm exists there is also a deterministic polynomial-space
algorithm [30], which we can pipeline with the data-generator.

9e.g., because the Turing machine in question would be so intricate that its size is not negligible compared to our inputs, which calls into
question the whole framework of “asymptotic resource use in terms of input size”

10This is an idealization, because human experts only work up to a certain input size, but they can solve many reasoning problems not captured
by any known decidable logics.

11BPP ⊆ P/poly: See [31, Section 3.2] for Turing machines with polynomial randomness. We can also prove that if any problem is solvable
with bounded 2-sided error by choosing poly-size circuits at random from an arbitrary distribution, that problem can be solved deterministically
by poly-size circuits.
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assumptions about training, no neural architecture whose operation, once trained, involves a polynomial number of
calculations can solve the SAT problem for Boolean formulas, which are vastly less expressive than e.g., SROIQ.

One pertinent compromise model between uniform and nonuniform is exact learning [32, 33], in which cir-
cuits are constructed by a Turing machine with query access to the target function, and an oracle that can provide
counterexamples for incorrect circuits. From an AI perspective, this corresponds to active learning with ideal data
available but limited computational resources. Klivans, Kothari, and Oliveira show [34, Theorem 8] implies12 that
if there exists an algorithm to exact-learn all functions learnable by a particular class of circuits (i.e., an “architec-
ture”) in polynomially many queries, then there are functions computable in almost polynomial time13 that cannot
be represented by this architecture. The takeaway from this is that, insofar as exact learning is a good abstraction,
there is a tradeoff between the generalization capacity of an architecture and guarantees of efficient learning, and
many deductive reasoning problems are hard enough to bring this tradeoff into play.

Overall, the verdict of theory (as of the time of writing) is that the limitations of deep learning for logic problems
are not well understood. Since these problems occur at many levels of the complexity hierarchy, they provide an
interesting bellwether for the hardness of deep learning in general. Indeed, all the results we have been able to
cite above have been excessively general; if there is something particularly challenging for practical neural systems
about reasoning, as compared to other computationally hard tasks, this remains to be explained by future research.

4. Practical Hardness

In principle, DDR should represent a deep learning problem that is readily investigated. Using symbolic reasoners
it is straightforward to produce vast amounts of training data algorithmically. Given the promises of deep learning
as a cure-all for all manner of complex problems, it should be expected that, at least for simple logics, solutions for
DDR should be findable without too much hassle. It turns out that this is not the case at all, even when staying within
the bounds of the theoretical limitations discussed above. In this section, we report on two of our investigations,
and their (relative) failures. Given the frequent emphasis in published research on positive results, we take this
opportunity to discuss negative results, i.e., failure to solve DDR in some settings.

4.1. LSTMs for EL+ Reasoning

We briefly discuss the investigation reported in detail in [12] regarding the use of LSTMs for EL+ DDR. We
have looked at a number of different approaches using LSTMs that naturally lead to generative but non-transferable
systems. To already state the result: as reported in [12], we obtained DDR that was just a little bit better than random
guessing, but for larger knowledge bases. We now recap in more detail what we investigated.

It was our intention to avoid, as much as possible, embeddings or any distance adjustments that might help
the system learn answers based on embedding similarity without first learning the reasoning structure. In fact, a
primary feature of our network is its lack of complexity. We take a very simple logic, reason over knowledge bases
in that logic, and then extract so-called supports from the reasoning steps, mapping the reasoner supports back to
sets of the original knowledge base axioms. This allows us to encode the input data in terms of only knowledge
base statements. Essentially, such a support consists, for each reasoning step in a symbolic reasoner, of the set of
axioms (in the original knowledge base) that allow to draw the inferences for this reasoning step.14 Support also
provides an intermediate answer that might improve results when provided to the system. We experimented with
three different LSTM architectures with identical input and output dimensionalities. One architecture, which we
call “Deep”, does not train with support data but has a hidden layer the same size as the supports we have defined.
Another architecture, called “Piecewise”, trains two separate half-systems, one with knowledge bases and one with
supports from the reasoner. The last system, called “Flat”, simply learns to map inputs directly to outputs for each
reasoning step. We will discuss in detail each part of the system in the following sections, then provide some results.

12see the abstract for this claim
13⩽ n f (n) where f is an arbitrary ω(1) function
14As such, support is dependent on the symbolic reasoning algorithms chosen, and we used the most basic one [5].
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EL+ is a lightweight and highly tractable description logic. A typical reasoning task in EL+ is a sequential pro-
cess with a fixed endpoint, making it a perfect candidate for sequence learning. Unlike RDF(S), which reasons over
instance data in triple format (ABox in description logic terminology [5]), EL+ reasoning occurs on the predicate
level (TBox in description logic terminology [5]). Thus we will have to train the system to actually learn the reason-
ing patterns and logical structure of EL+ directly from encoded knowledge bases. More information about EL+ can
be found in [35, 36].

LSTMs are a type of recurrent neural network that work well with data that has long-term dependencies [37].
We choose to use an LSTM to learn the reasoning patterns of EL+ because LSTMs are designed to learn sequence
patterns. The network is kept as simple as possible to achieve the outputs we require and maximize transparency.
For the piecewise system, depicted in Figure 1 (left), we use two separate flat single LSTMs that have the number
of neurons matching first the support shape, and later the output shape. The deep system shown in Figure 1 (middle)
is constructed to match this shape so that the two will be comparable, it simply stacks the LSTMs together so that it
can train without supports. We also train a flat system, shown in Figure 1 (right), that has the same input and output
shape but lacks the internal supports. We have done this three ways because we can compare the behavior of the
systems with support against the flat system as a baseline, and then see whether the piecewise training is helping. All
designs treat the reasoning steps as the sequence to learn, so the number of LSTM cells is defined by the maximum
reasoning sequence length. We train our LSTMs using regression on mean squared error to minimize the distances
between predicted answers and correct answers.

We would like to emphasize the distinction between our method, which we prefer to call an encoding, and a
traditional embedding. Our encoding adds no additional information to the names beyond the transformation from
integer to scaled floating point number. (It can be directly reversed with a slight loss of precision due to integer con-
version.) The semantics of each encoded predicate name with regards to its respective knowledge base is structural
in relation to its position in the 4-tuple (just like it would be in an EL+ axiom) and its semantics is not related to the
other non-equal predicate names within the same 4-tuple.

Table 2: Translation rules:
c = number of possible concept names
r = number of possible role names

KB statement Vectorization
CX ⊑ CY → [ 0.0, X

c ,
Y
c , 0.0 ]

CX ⊓ CY ⊑ CZ → [ X
c ,

Y
c ,

Z
c , 0.0 ]

CX ⊑ ∃RY.CZ → [0.0, X
c ,

−Y
r ,

Z
c ]

∃RX.CY ⊑ CZ → [−X
r ,

Y
c ,

Z
c , 0.0]

RX ⊑ RY → [0.0, −X
r ,

−Y
r , 0.0]

RX ◦ RY ⊑ RZ → [−X
r ,

−Y
r ,

−Z
r , 0.0]

Every data set we use has a fixed number of names that it can
contain for both roles and concepts, and every concept or role
has an arbitrary number of name identifiers. Identifier labels are
stripped and the concept and role numbers are shuffled around
and substituted with random integers to remove any possibility
of the names injecting a learning bias. These labels are remem-
bered for later retrieval for output but the LSTMs do not see
them. Knowledge bases have a maximum number of role and
concept names that are used to scale all of the integer values
for names into a range of [−1, 1]. To enforce disjointness of
concepts and roles, we map all concepts to (0, 1] and all roles
to [−1, 0). Each of the six possible normalized axiom forms is
encoded into a 4-tuple based on the logical encodings defined
in Table 2.

To input knowledge bases into the LSTM, we first apply the encoding defined in the previous section to each of
its statements then concatenate each of these encodings end-to-end to obtain a much longer vector. For instance,
C1 ⊑ ∃R1.C2, R1 ⊑ R2 might translate to [0.0, 0.5,−0.5, 1.0, 0.0,−0.5,−1.0, 0.0]. This knowledge base vector
is then copied the same number of times as there are reasoning steps and stuck together once again along a new
dimension. Experiments are repeated hundreds or thousands of times, filling up the tensor that is given to the LSTM
to learn. Because some of the randomness can cause ragged data, any tensor dimensions that are not the same length
as the maximum are padded with zeros.

As already mentioned (and we will not replicate the results tables from [12]), our attempts failed in so far as we
only managed to do a little bit better than a random guesser. Of course this does not mean that the problem is not
solvable, but it appears that a-priori reasonable set-ups do not readily solve it.
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4.2. Pointer Networks for Generative RDFS Reasoning

Artificial Neural Networks (ANN) have been in use to learn sequence-to-sequence problems for a long time. Par-
ticularly, Recurrent Neural Networks (RNN) have achieved state-of-the-art performance in mapping such problems.
One key point in such applications is that the dimensions of the output dictionary must be known beforehand. In
combinatorial problems such as Travelling Salesman Problem (or generative DDR), each input sequence may have
any number of entities. In addition, the size of the output dictionary depends on the input sequence (i.e., not only on
its length). This creates a distinction with the general settings of sequence-to-sequence problems.

To understand the task of (generative) DDR, we shall look at it through the lens of RDF, or more precisely
RDFS [5]. It is a logic where each statement consists of a triple (s, p, o) interpreted as subject, predicate, and object,
some of which can be taken from a pre-defined (RDFS) vocabulary which provides a formal (model-theoretic)
semantics. (Symbolic) deductive reasoning over a set of RDFS triples (called an RDF graph or knowledge graph [4])
can be done by means of just 15 so-called entailment rules. By iteratively (and exhaustively) applying these rules,
it is possible to generate all the logical consequences of the input graph, which is another larger graph, called the
completion of the input graph. Any two input graphs may have different sizes, and the size of each output depends
heavily on size and content of the input.

Pointer Networks, introduced by Vinyals, Fortunato, and Jaitly [38] to learn the conditional probability of an
output sequence. Each token in the output sequence points to an item in the input sequence. In combinatorial
optimization problems such as TSP, Convex-hull, and Delaunay Triangulations, the authors show that the Pointer
Network achieves state-of-the-art performance, and therefore seems to be a natural choice to explore generative
DDR in this case. This has prompted the study reported in [39] with positive initial results. However, as we are
reporting in more detail below, these results do not appear to stand up to additional scrutiny.15

A Pointer Network has an encoder-decoder based architecture with attention mechanism that uses indices in the
input sequence to represent tokens in the output sequence. The completion of a graph T is denoted c(T ), and the
pointer network is trained with input-output pairs (T, c′(T )) where c′(T ) refers to the indices of tokens from the
inputs (i.e., they are pointed to). The goal is to compute the conditional probability for each token in the output
sequence. Having trained the model, the test graphs are fed to the pointer network and generated sequences are
compared against the true inferences to assess the quality of the prediction. The generated sequences represent
indices in the corresponding input graph.

Using Apache Jena API and an RDF dataset containing approximately 16K graphs to generate the corresponding
inferences for each graph to supervise the model. The dataset is split into 60% training, 20% validation, and 20%
test. The dataset is first encoded on the URI level, where a dictionary is created with all the unique URIs. Thereafter,
the encoded graphs and inferences are fed to train the model. We have tested with different learning rates between
0.001 and 0.1, maximum length of a graph between 200 and 700. (We have also experimented with encoding the
dataset on the token level where each token in the URIs is encoded, but then the the produced output sequences
contained a large number of invalid URIs where tokens from different URIs are combined.)

To evaluate the approach, a metric needs to be calculated on a triple level instead of the URI level because a correct
prediction needs to have all URIs to be valid to compose a correct triple. In other words, a partial true prediction for
a triple does not count towards a right prediction. In our analysis we have found that Pointer Network’s capability
of producing correct triples is very limited. It resulted in less than 10% accuracy in terms of predicting triples.
Unsurprisingly, we have found Precision and Recall to be insignificant as well. Given these negative findings, we
also returned to our initial study reported in [39] which showed better results, but these were not on the triple level,
but on the token level, and it appears that token padding (to arrive at same-length inputs) played a major role and
the results simply did not hold on the triple level. However, any fit-for-purpose ANN-based model must learn the
underlying relationships between subjects and objects of a triple when trying to perform deep deductive reasoning.

For instance, in the case of transitive property, where entities A and B have a relation, then B and C have the
same relation, the model should be able to understand that A and C have the same relation. However, it should learn
this property in a symbol-invariant fashion. Concretely, if the same property is fed into the model with a different

15On a related note, this serves to show that preprints that have not been peer reviewed always need to be taken with caution.
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set of symbols, ideally the model should be able to identify it too. Our speculation for the Pointer Network failing
to perform well is that the model is trying to learn the relationship between symbols, which is rather a difficult job.
Consequently, it fails to remember what it has seen before. We believe the Pointer Network approach works on
the Travelling Salesman Problem because there is only one relationship to consider amongst all nodes (cities) and
the number of considered cities is small. However, in case of DDR, the number of nodes (subjects and objects) is
naturally rather large. To make things even more difficult, in DDR there are as many relations to consider as the
number of RDFS rules in play, and it appears that the Pointer Network fails to grasp the relationships due to their
number being large compared to the overall input size. Finally, due to the fact that it is trying to learn the relationship
between “symbols”, it fails to remember what it has seen before. This is important because, in RDFS graphs, the
order of triples do not matter. In the transitive property example, after the model sees the first part of a transitive
property, if the second part comes after a few triples, the model fails to connect the two parts.

5. Conclusions

We have presented the state of the art in DDR, discussed theoretical limitations, and argued that (even within the
theoretical limits) it is a hard deep learning problem in practice based on our own prior experiences.

For the theoretical limitations, we have shown that very expressive logics are out of bounds (with 100% accuracy),
and even NP-complete ones may be out of bounds (depending on how the P vs. NP problem will be addressable
eventually). Of course, this does not mean that investigating DDR for NP-complete or harder logics should not be
done, but it does mean that any DDR system for such logics will always be approximate; however it can of course
still be useful [40, 41].

In terms of practical hardness, we note that there is currently no well-performing system even for the compara-
tively simple polynomial logic EL+. While there is a high accuracy system for OWL 2 RL (which is polynomial in
terms of reasoning towards facts, or ABox reasoning), it has low scalability and no transfer or generative ability [14].
For the even less expressive logic RDF(S), we have good systems that are either generative and non-transferable at
low scalability [9, 10], or are transferable but non-generative at medium scalability [11]. High scalability systems
are either of low accuracy [13] or limited logical expressivity ([8] uses large ABoxes but small TBoxes). We have
further reported, in Section 4, on some of our failed attempts to improve the state of the art.

As for practical usefulness, it should be mentioned that RDFS is a prominent logic in the context of Knowledge
Graphs, Ontologies, and the Semantic Web [4], and that a generative system capable of transfer and scalability up
to non-trivial input sizes with high accuracy (say, even inputs of about 106 triples would already find applications –
the non-generative transferable system in [11] allows input sizes of 103 triples) could have very significant impact
and practical applications in knowledge graph-based data management. In particular, such a system – based on
deep learning – would be much more easily combinable with other deep learning systems that perform other tasks
relevant to the practice of knowledge graph based data management [42].

Deep Deductive Reasoning at scale, and with logics more expressive than RDFS, would of course open up many
more opportunities by providing a path to a deep integration of symbolic formal logical reasoning within deep
learning systems [43] – in contrast to approaches that use deep learning and separate symbolic reasoners in more
of a hybrid systems fashion requiring clearly defined interactions between the separate components (e.g., [44]), and
corresponding mapping between vector and symbolic components.

As such, DDR remains a highly interesting area of research, where practical applications seem within grasp.
However we have also seen that the right approaches have not been found yet. To advance, it requires new ideas,
and investigations on a broad front, with many different deep learning architectures and approaches.
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