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This manuscript, together with the explanations given in class, is the sole reference for all
course material. There is no textbook (or at least none I was able to find) which covers all
topics exactly as we do them in this class. However, most of the material is contained in any
book on Discrete Mathematics (or similar titles), in very similar form.

For the class, I will use [3] as much as possible, however this is not a required book. If
you want to make a bigger investment already, you could get [2], which is used in the class
Discrete Mathematics.

I use the margin to indicate which part of the manuscript was covered in which lecture
session, using dates (American format—month first :). E.g., Chapter 1 below was started
on 8th of September 2011.

This manuscript will evolve throughout the quarter while I fix typos and expand (and
probably rearrange) material. However, changes will only be made to future material—
parts of the manuscript which have already been covered in previous lecture session can be
considered fixed. The version/date of the overall manuscript can be found on the front page.

If you find mistakes or typos in this manuscript, please let me know.

1 Sets

1.1 Definition

A set is a collection of objects, called the elements or members of the set (or contained in
the set). If X is a set, then we write a € X to state that a is a member of X, and we write
a ¢ X to state that a is not a member of X.

Usually (but not always) we will use uppercase letters to denote sets.

1.2 Remark
Note, that objects cannot occur multiple times in a set, i.e. {a} = {a,a}. It is not forbidden
to write {a,a}, but it is the same as {a}.

1.3 Remark

Definition 1.1 is an informal definition. This causes some problems (more about this later).
With more background in mathematics, it is possible to do a bit better, but this is out of
scope for this lecture. However, in the end we have to start somewhere, and will not be able
to completely remove the necessity to appeal to intuition.

1.4 Notation

X =1{2,4,6,8} = {z | = is an even integer between 1 and 9}

Sometimes
{z : = is an even integer between 1 and 9}

is used.
The text after the |-symbol must not be ambiguous. E.g., writing something like

{z |z >-7and x <5 or z even}
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does not constitute a well-defined set.
We read a comma as and:

{z|lz>-Tex<bl={z|z>-Tand oz <b}={x| -7<z <5}

() is the empty set, the set containing no element.

Be careful with the use of the ellipsis ...: What is {1,...,9}7 {3,5,7,...}7 If you use

it, it’s your responsibility that the reader does not misunderstand it.

1.5 Example

We will use the following four sets throughout the class.
N=1{0,1,2,3,4,5,...} the non-negative integers or natural numbers
Z=A...,-3,-2,—-1,0,1,2,3,...} the integers
Q= {% |neZ,0#k¢€ Z} the rational numbers
R the real numbers

Note, however, that we do not know yet what numbers are. We will continue to use them

because we are familiar with them, but will discuss this in more depth later.

{z]a2* =4} ={-2,2}
{y |y is a card suit} = {#, Q0 O, &}
{z | x is a string of a’s of length 1, 2, or 3} = {a, aa, aaa}
{22 |z € N} ={0,2,4,6,8,...} = {z | z is an even natural number}
meZ|-2<n<2}={-2-101}
V2e{z|zeR,z¢Q}

Sets can also contain sets. E.g.,
{X | X contains exactly 2 natural numbers} = {{0,1},{0,2},{1,2},{0,3},... }.
This set can also be written, e.g., as

{{m,n} | m,n € N;m # n}.

Note: A statement like “m,n € N” is a (commonly used) abuse of notation. It actually

means “m € N and n € N.”

Exercise 1

Give all elements of each of the following sets (without duplicates). Justify your answers.

(a) A={z|x e N,z <10}
(b) {{k,n} | k,ne A}
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Exercise 2
Give all elements of each of the following sets (without duplicates). Justify your answers.

(a) B={x|z€{O, M} or z=3%
(b) {¥* |y € B and y € N}

Exercise 3
Give all elements of each of the following sets (without duplicates). Justify your answers.

(a) C={x|x<bx>T7}
(b) {z]z=C}

Exercise 4 (no hand-in)
Give all elements of each of the following sets (without duplicates). Justify your answers.

(a) A={reN|-2<zx<3}
(b) B={ze€Z|-3<x<2}
(
(d) D={x|z€ Aorx € B}

)
)
c) C={yeN|4<y?><1T}
)
e) E={z |z € Bandze(C}
)

(
(f) F={z |z € Dandz e C}
(6) E={ylyeAorye L}

1.6 Remark
Let us return to Remark 1.3, where we indicated that a naive notion of set may lead to
problems. Let us assume for a moment that we were very much at liberty what we do with
sets.

Then we could define the following set X', as the “set of all sets.”

X ={A| Ais aset} (1)
Now, since we naively assume that X is a set, we actually have that X contains itself:
XeX

That sounds peculiar and strange. How could a set contain itself? We probably don’t
really want that. So let us look at a (presumably) “safe” selection of members of X', defined
as follows.

Y={AecX|AgA} (2)

The intention would be that ) is the set consisting exactly of those sets which do not contain
themselves. This sounds like a reasonable notion, doesn’t it?
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Let’s have a closer look. In fact, let’s try to answer the question whether ) contains
itself. In other words, is ) € )7 There are two possible answers, yes and no. Let’s look at
both possibilities in turn.

(ves) If Y € Y (i.e., Y were contained in )), then by (2) we obtain that Y ¢ ), which is
impossible. So the “yes”-answer doesn’t make sense.

(no) If Y ¢ Y (i.e., Y were not contained in }), then by (2) we obtain that ) € ), which
is impossible. So the “no”-answer doesn’t make sense either.

Looks like we're in trouble. Something must be wrong with our argumentation. But how
to fix this?

The argumentation just presented is known as Russell’s Paradox' (or Russell’s Anti-
nomy). When it was presented in 1901, it shook the foundations of mathematics.

The solution to Russell’s Paradox adopted in mathematics is to define in a more precise
way which collections actually constitute sets, and which collections do not constitute sets.
We will not discuss this in detail here—we can safely leave this to the mathematicians. With
the more precise definition in place, neither X nor ) above are actually sets, and the paradox
vanishes.

So how do we know what is a set and what is not? Luckily, most collections we encounter
in computer science (and even in mathematics) are sets. As a rule of thumb, we have to be
careful when forming a “collection of all sets, which ...”. If you avoid this formulation, and
rather talk about a “set of all numbers, which ...” or “set of all Java programs, which ...”
or “set of all sets of real numbers, which ....” When in doubt, ask your local mathematician.
We will also return to this point later when we can make things a bit more precise.

1.7 Definition
Given two sets A and B, we say that A is a subset of B (A is included in B) if every element
of A is also an element of B. We write A C B in this case. The C-relation(ship) is called

the set inclusion ordering (sometimes subset inclusion ordering).
We write A ; Bif AC B and A # B. We write A € B if A is not a subset of B.

1.8 Remark
Sometimes, the symbol “C” is used, and it depends on the context if it means C or ;
Because of this ambiguity, it is best to avoid it.

Sometimes, in particular in books, C is used instead of ;

1.9 Remark

It is common practice to cross out symbols like =, €, C to state that the relation(ship) does
not hold: #, &€, ¢. Likewise, such symbols are often “flipped:” B D A is written instead of
A C B, etc. We will also use these practices in the future without further comment.

!Bertrand Arthur William Russell, 1872-1970. British philosopher, logician, mathematician (amongst
others). A humorous and entertaining—and excellent—account of the events surrounding Russell’s Paradox
and its impact on the world of mathematics and science, can be found in the comic [1].



1.10 Example
Consider the sets

A={a}

B ={a,b}
C ={a,c}
D ={a,b,c,d}.

Then AC BC D and A C C C D. However, both BZ C and C € B.

Exercise 5
Order the following sets by set inclusion:

A={z|Vr e Nz <10}

B={2*|r€Z,z| <4}
C={z*|zeNux<3}

D=Q

Justify your answers.

Exercise 6

Consider the following sets:
H the set of all humans
C the set of all children
D the set of all daughters
P the set of all parents
A the set of all aunts

Order these sets by set inclusion. Justify your answers.

Exercise 7
Determine all sets B C {a, b} which satisfy the requirement

B2 {a}.
Justify your answer.

1.11 Proposition
For all sets A, B, C, the following hold.

i) ACA
ii) If AC Band B C A, then A = B.
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iii) If AC Band B C C, then A C C.

1.12 Remark
For all integers z, y, 2, the following hold.

i) <z
ii) If <y and y <z, then x = y.
iii) If z <y and y < z, then z < z.

1.13 Remark
For any two integers x and y, we always have z < y or y < z (or even both). However, for
two sets A and B it can happen, that neither A C B nor B C A holds. See Example 1.10.

1.14 Remark

A practical way to avoid trouble with Russell’s Paradox is the following. Whenever talking
about sets, you fix a (big) set U, called the universe (of discourse), which contains everything
you need for your current discussion. All “sets” in your discussion will then be subsets of U.
In this case, you do not have to worry about Russell’s Paradox, provided the universe U is
really a set.

Whenever sets are discussed, there is an underlying universe. In many cases, however,
the universe is not explicitly given (or even mentioned). The reason for this is that the exact
universe for a discussion is usually of little consequence, as long as it is “big enough” and
really contains everything that’s needed for the discussion.

1.15 Definition
Let U be a universe A C U, and B C U. Then define the following.

ANB={xe€U |z € Aand z € B} the intersection of A and B

AUB={zxe€eU |z € Aorz € B} the union of A and B
A\B={zxeU|zxe€ Aand z € B} the difference of A and B
A=U\NA={zecU|z¢A} the complement of A
Ax B={(z,y) |z € Aand y € B} the (Cartesian®) product of A and B
Example

{2,3} N {3,4} = {3}
(2,3} U {3,4} = {2,3,4}

{2,330\ {3,4} = {2}

2Named after René Descartes, 1596-1650, French philosopher and mathematician.
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1.16 Remark
We use brackets “(” and “)” in the usual way, e.g. to distinguish (AUB)NC from AU(BNC).

1.17 Remark

A sentence like “Let U be a universe A C U, and B C U.” is often phrased (abusing
language and notation) in ways such as “Let U be a universe and A, B be sets.” If the
universe doesn’t matter much, it may even be stated as “Let A, B be sets.”

1.18 Remark
Strictly speaking, a notation such as {xr € U | z ¢ A} is a (common) abuse of notation.
Correct is {z |z € U and = ¢ A}. We will also follow this practice.

1.19 Remark
With respect to the definition of the Cartesian product just given, note that we do not
formally know yet what pairs are. We will rectify this later.

Exercise 8
Let U ={neN|n <10}, A=1{0,1,2,3}, B ={3,4,5}. Give all elements of each of the
following sets.

(a) AUB
(b) (AU B)*

Exercise 9
Let U ={n e N|n <10}, A=1{0,1,2,3}, B={3,4,5}. Give all elements of each of the
following sets.

(a) ANB
(b) (AN B)<\ (AU B) — explain how you arrived at the solution.

Exercise 10
Let U ={n e N|n <10}, A=1{0,1,2,3}, B={3,4,5}. Give all elements of each of the

following sets.?
(a) Ax B
(b) (AN B) x B — explain how you arrived at the solution.

1.20 Remark

Relationships between sets can be depicted informally using Venn diagrams.* Examples are
given in Figure 1. Note, however, that the use of Venn diagrams is limited. For example,
products cannot be depicted. An argument or proof is usually incomplete when it only
consists of a Venn diagram.

3Corrected part (a) after grading.
4Named after John Venn, 1834-1923, British logician and philosopher.



ANB AUB

(AU B) (AN B)U (B\ A))

Figure 1: Examples of Venn diagrams
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1.21 Definition
Two sets A and B are said to be disjoint if ANB = (), i.e., if they have an empty intersection;
in other words, if they do not have any common element.

Exercise 11
(a) Make a Venn diagram depicting the set (AU B)NC.

(b) Determine all elements of the set

7
@\@\Wrn{-22vail,
where the universe is U = R.
Justify your answers.

1.22 Proposition
Let U be a universe and A, B, C be sets. Then the following hold.

ANA=A AUA=A idempotency
ANB=BNA AUuB=BUA commutativity
(ANB)NC=ANn(BNC) (AUB)UC =AU (BUC) associativity
AN(BUC)=(ANB)U(ANC) Au(BNC)=(AuB)N(AUC) distributivity
A\B=AnNB* difference
(A=A involution
(AN B) = AU B¢ (AUB) = AN B de Morgan’s Laws”

Proof: We give two example proofs.

We first show the de Morgan Law (A N B)¢ = AU B¢. To do this, we show two things:
(1) (AN B)* C A°U B and (2) AU B C (AN B)~.

(1) Let a € (AN B)¢. Then a is not an element of AN B, i.e., either @ is not in A or a is
not in B. Hence we have either a € A° or a € B¢ (or both), and consequently a € A°U B°.
Since this argument holds for all a € (A N B)¢, we have shown that (AN B)® C A°U B

(2) Let @ € AU B€. Then a € A€ or a € B® (or both). Consequently, a is not in A or
not in B, and thus it is not possible that it is in both A and B. Hence, a is not in A N B,
and thus a € (AN B)°. Since this argument holds for all « € A°U B¢, we have shown that
A°UBcC (AN B)*

This completes the proof of the correctness of the de Morgan Law (AN B)® = A°U B°.

As another example, we show that the Involution property (A€)¢ = A holds. We obtain
(A =U\NA“=U\NU\NA) =U\{zeU|agAl={aseU|ag{relU|z¢gA}} =
{reUlxe A} =A. |

5Named after Augustus de Morgan, 1806-1871, British mathematician and logician.
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1.23 Remark
The “calculus” described in Proposition 1.22 is called the algebra of sets.

1.24 Remark

Because of associativity, we can write AN BNC and AU BU C without brackets: it doesn’t

make a difference how the brackets are set.

1.25 Example
We show (A\ B)NC = AN (C\ B) by applying the equations in Proposition 1.22:

(A\B)NnC=(AnB)NC (difference)
=AN(B°NC) (associativity)
=AN(CNB° (commutativity)
=AN(C\ B) (difference)

1.26 Example
We show (AN B)*UC = AU (B \ C)° by applying the equations in Proposition 1.22:

(ANB)UC = (A°UB°)UC (de Morgan)
=AU (B°UQC) (associativity)
=AU (BU(CY)9) (involution)
=AU (BNC)* (de Morgan)
=A“U(B\CO) (difference)

Exercise 12

Show the following for all sets A and B, by applying the equations from Proposition 1.22.

(a) (A*NB)=AUB
(b) A\ (B\C)=(ANB )U(ANC)

1.27 Example
We show that A and A€ are disjoint.

ANA“=A\A (difference)

={reU|recAandx & A}

=0
1.28 Example
We show U€ = {):

Uc=U\U (difference)
= (see Example 1.27)
We show )< = U:
U= (U)F (involution)
= (shown above)

11
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1.29 Example
We show AU A° =U.

AUA® = (AU A° (involution)
= (A°NA)F (de Morgan)
= (Exercise 1.27)
=U (Exercise 1.28)

1.30 Example

ANU={zeU|rvcAandeecU}={zeclU|zecA}=A

AU = (A9 U (09)° (involution, twice)
= (AN (de Morgan)
= (ANU)* (Example 1.28)
= (A°)° (see above)
=A (involution)
AUU={zeU|zeAorxecU}={xecU|xecU}=U
AND = (A9 n(09)° (involution, twice)
= (AU )" (de Morgan)
= (A°UU)* (Example 1.28)
= (U) (see above)
=0 (Example 1.28)

09/27/11

Exercise 13
Show, using the equations from Proposition 1.22:

U=AU((B°NA)U(BNA))".

[Hint: if you find this difficult, you may be able to get inspiration from working through
Examples 1.34 to 1.36.]

1.31 Definition
Given any set X, the power set P(X) of X is defined as the set of all subsets of X.

1.32 Remark
Another very common notation for the power set of a set X is to write 2% instead of P(X).

1.33 Example

P({a,b}) = {0, {a}, {b},{a,0}}

Exercise 14
(a) Determine the number of elements of P({1,2,3,4}).
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(b) Determine the number of elements of P(P(()).
Justify your answers.

Further Examples

These examples have not been discussed in class. They remain in the manuscript for you to
read and study yourself.

1.34 Example
We show (AN B)*UB="U.

(ANB)*UB=(A“UB°)UB (de Morgan)
= AU (B°UB) (associativity)
=AU (BU B (commutativity)
=A"UU (Example 1.29)
=U (Example 1.30)

1.35 Example
We show (AN B)U (AN B°) = A.

(ANB)U(ANB)=(AU(ANBY))N(BU(ANB°))
=(AUA)N(AUB)N(BUA)N(BU B
=AN(AUB)N(BUA)NU
=AN(AUB)N(AUB)

distributivity)
distributivity, twice)
idempotency, Ex. 1.29)
commutativity, Ex. 1.30)

o~ o~~~ o~ o~ o~ o~

=AN(AU(B°NB)) distributivity)
=AN(AUD) Exercise 1.27)
=ANA Exercise 1.30)
=A involution)

Note there’s also a simpler solution. Do you see it?

1.36 Example
We show (AN B )U(A°NB)U(ANB)=AUB.

(ANB YU A°NB)U(ANB)=(ANB)YU(A°NB)U(ANB)U(ANB) (idempot.)
=(ANB)UANB )U(BNA)U(BNA®) (commut.)
=(AN(BUB))U(BN(AUA) (distribut.)
=(ANU)u(BNU) (Ex. 1.29)
=AUB (Ex. 1.30)

13



2 Functions and Relations

We have defined the Cartesian product of sets using a notion of pair. But we did not give a
formal definition of pair. Can we found the notion of pair in set theory?

2.1 Definition
A pair® is a set {{a}, {a,b}}, written (a,b), where a,b € U.

2.2 Example

(a,{b}) = {{a},{a, {0}}}
(0,a) = {{0},{0,a}}
({0}, {b}) = {{{b}}}

Exercise 15
(a) Write {{a}} as pair.

(b) Write the pair ({a, b}, {a}) in set notation.
(c) Write the set of pairs {(a,b), (a,c)} in set notation.

2.3 Proposition
(a,b) = (c,d) if, and only if, a = ¢ and b = d.

Proof: We first prove the “if”-part. Let a = ¢ and b = d. Then {a} = {c} and {a,b} =
{¢,d}. Hence {{a},{a,b}} = {{c}, {c,d}}, ie., (a,b) = (¢,d). This concludes the “if”-part.
We now prove the “only if”-part. Let (a,b) = (¢,d). Then by Defintion 2.1 we have

{{a},{a, 03} = {{c}: {e, d}}- (3)

We distinguish two cases.

1. If {a} = {¢,d}, then a = ¢ = d and from (3) we obtain {{a},{a,b}} = {{a}}. This
implies that a = b, and hence a = b = ¢ = d. We have shown a = ¢ and b = d as
required.

2. If {a} = {c} (but not {a} = {c,d}, then by definition 2.1 we have {{a}, {a,b}} =
{{a},{a,d}}. Since {a} = {c,d}(= {a,d})—and thus also a = d—have been excluded,
we obtain {a,b} = {a,d} and in particular b = d. From {a} = {c} we also obtain
a = ¢, as required.

All possible cases lead to the desired conclusion. [ |

5Due to Kazimierz Kuratowski, 1896-1980, Polish mathematician and logician.
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2.4 Definition

Let A, B be sets. A (binary) relation R from A to B is a subset of A x B. In this case, we
call A the domain of R, denoted dom(R), and we call B the range of R, denoted ran(R).”
We can use the notation R(a,b) to indicate (a,b) € R.

2.5 Remark
Relations are simply sets of pairs. Explicit mention of domain and range is often omitted, if
they are inconsequential.

If A and B are sets, then every R C A x B is a relation from A to B. By another abuse
of notation, a phrase such as “let R C A x B” is often shorthand for “let R be a relation
from A to B.”

So what about all this abuse of notation? It seems arbitrary and wild, but it actually
isn’t. With some practice, some things are self-evident and do not need explicit mention.
And, in fact, avoiding explicit mention of self-evident things often makes mathematics easier
to read. However, there is a danger in there, because misunderstandings may happen. In the
end, it’s an author’s responsibility to make sure that all necessary details are given. When
in doubt, be verbose and formal.

2.6 Example

Let A be a set. Then “=" (equality) is a relation on A (meaning, a relation from A to A).
Formally, = C A x A. Equality is usually written in infiz notation, i.e., all of the following
mean the same: a = a (infix notation), =(a, a) (prefix notation), (a,a) € = (set notation).

2.7 Example
< CZ x Z is a relation, the “less than or equal” ordering on the integers:

< ={(m,n) | m<n}.
It is usually written infix.

2.8 Example
Let A be a set. C (set inclusion) is a relation on P(A):

c={(B,C)|BCCCA}
It is usually written infix.

2.9 Example
Let A be a set. € C A x P(A) (the membership relation) is a relation from A to P(A):

e={(x,X) |z e A X C A}

It is usually written infix.

15
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2.10 Example
{(a,b), (a,c), (a,e),(b,a),(b,e)} is an example for a relation from {a,b,c,d} to {a,b,c, e, f}.

2.11 Example
Let H be the set of all humans and C' be the set of all cars. Then owner-of is a relation
from H to C, where we have owner-of (a,b) if and only if a is a human who owns car b.

Exercise 16
Write the statement {a} C {a, b}

(a) in prefix form,
(b) in the form ... €C (with ... appropriately filled in). Set notation is expected.

2.12 Definition
A relation R on a set A is called

i) reflexive, if (a,a) € R for all a € A.

)
ii) symmetric, if (a,b) € R whenever (b,a) € R.
)

iii) antisymmetric, if a = b whenever (a,b) € R and (b,a) € R.

iv) transitive, if (a,c) € R whenever (a,b) € R and (b,c) € R.

2.13 Example
e Equality is reflexive, symmetric, antisymmetric and transitive.

e The “less than or equal”-ordering on integers is reflexive, antisymmetric and transitive,
but not symmetric.

e The “less than”-ordering “<” on integers is transitive and antisymmetric, but neither
reflexive nor symmetric. To see that it is antisymmetric, we have to show the following;:
Whenever m < n and n < m, then m = n. And indeed this is the case, because it can
never happen that m <n and n < m for two m,n € Z.

e The set inclusion ordering is reflexive, antisymmetric and transitive, but not symmetric.

e The membership relation from a set A to P(A) has differing domain and range, and
thus is neither reflexive, nor symmetric, nor antisymmetric, nor transitive.

Exercise 17
For each of the following relations, determine whether it is reflexive, symmetric, antisym-
metric, transitive. Justify your answers.

"The definitions of domain and range of relations are different in [3]. We follow [2] in what is the commonly
used definition.
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(a) The proper set inclusion “C."

=

(b) The relation {(a, ), (@), (@, d), (b,b), (b,0), (¢,) (¢, ), (¢,b), (d, a), (d, d)} on the set
{a,b,c,d} with four elements.

2.14 Definition

A (total) function (or mapping) f from A to B (written f : A — B) is a relation from A to
B which satisfies the following requirement: For each a € A there exists exactly one b such
that (a,b) € f. We denote this unique b by f(a) in this case, and we call b the (output)
value of f under (or with input value) a. We also say that a is mapped to or maps to b.

2.15 Remark

Note that each function comes with a domain and a range, and if you change any of them
you obtain a different function. For example, the function mapping each natural number x
to 2% (with domain N and range N) is different from the function mapping each integer z to
z? (with domain Z and range N).

2.16 Example
Let A ={0,1,2,3} € N. We want to define the function which squares the input value.
There are different, equivalent, ways how to do this.

o f: A— N:kw k% Note the different types of arrows: “—” is used between domain
and range, while “—" is used between input and output value. If domain and range
are clear from the context (or inconsequential), then we can simply write f : k — k2.

o f[:A—N: f(n)=n%

e f:A—->N:0—~ 01— 1;2+— 43— 9. Le., we can choose to explicitly give the
output for each input value, using the —-arrow. This form is rarely used because it is
difficult to read.

0 ifn=0
1 ifn=1

:A—>N: =
*/ () 4 ifn=2
9 ifn=3

or similar definitions by cases.

o f:A— Nwith f ={(0,0),(1,1),(2,4),(3,9)}. This form is rarely used because it is
difficult to read. However, it is closest to our definition of functions as special types of
relations.

Other notations can be derived from these, e.g., by writing the set in the last example in
other formats.

Exercise 18

Let A = {2,4,6}. Write the following functions in the notation f: A — N :n +— ..., with
“...7 filled in appropriately. Justify your answers.

17

10/11/11



(a) {(k,m) | ke A,m =2k}
(b) {{{2}.{1,2}}, {{4},{2,4}},{{6}.{3,6}}}

Exercise 19
Is the relation ¢ reflexive? symmetric? antisymmetric? transitive? Justify your answers.

Exercise 20
Consider the function f : N — N : n + n? as a relation on N. Is it reflexive? symmetric?
antisymmetric? transitive? Justify your answers.

2.17 Example

f:(NxN)—N:(kn)— k+nis afunction whose input values are pairs. We call such a

function a binary function. By abuse of language, we say that f has two input values.
f:(NxN)xN—=N: ((k,n),m) — ’j:rT”f is a ternary function, i.e., a function with

three input values. We can also write it as f : Nx Nx N — N: (k,n,m) — ’:“T”f Is is

common to write N* for N x N x N.

Similarly, functions of higher arity (n-ary functions with n input values) can be defined.

2.18 Definition

A partial function f from A to B (written f : A — B) is a relation from A to B which
satisfies the following requirement: For each a € A there exists at most one b such that
(a,b) € f. We denote this unique b by f(a) in this case. We furthermore write f(a) = L if
there is no pair of the form (a,-) € f.

2.19 Example
The partial function f : R - R : z — % is not total, since 0 is not mapped to any element
of R.

2.20 Remark
Every total function is also a partial function.

2.21 Remark

When mathematicians talk about “functions,” they usually mean total functions, and they
explicitly say “partial function” if they don’t require it to be total. In some areas (including
some areas of Computer Science), partial functions are more important, and in this case
the notion “function” is often reserved for partial functions, while it is explicitly stated if a
function is total. We will follow the convention used in Mathematics.

2.22 Definition

A funtion f : A — B is called injective (or one-to-one) if, whenever a # b, then als
f(a) # f(b). It is called surjective (or onto) if for every b € B there is an a € A with
f(a) =0b. Tt is called bijective if it is injective and surjective.

2.23 Remark

Intuitively, f : A — B is injective if “no two input values have the same output value.” It
is surjective if “the complete range is used by the function.” It is injective if “it constitutes
a bidirectional one-to-one mapping between domain and range.”

18



13

Figure 2: f: R = R: 2~ 23 — 22

2.24 Remark
An equivalent (and more common) definition of injectivity is as follows: A function f: A —
B is injective if, whenever f(a) = f(b), then also a = b.

2.25 Example
e f:R— R:x~— 27 is injective but not surjective.

o [:R—R:x— 23— 2% (see Figure 2) is surjective but not injective.
o f:R — R:xzw 2% is injective and surjective (and thus bijective).
e f:R — R:x+— 22 is neither injective nor surjective.

Exercise 21
Determine for each of the following functions whether it is injective, surjective, bijective.
Justify your answers.

(a) g:{a,b,c} = {d,e, f} with g = {(a,d), (b,e), (¢, f)}.
(b) h:{a,b,c} — {d,e, f,h} with h = {(a,d), (b,e), (c, )}
(¢) g:{a,b,c} — {d,e} with g ={(a,d), (b,e),(c,d)}.

Exercise 22
Let RT = {& € R | x > 0}. Determine for each of the following functions whether it is
injective, surjective, bijective. Justify your answers.

(a) f:R—=R": 2+ 22

(b) f:RT - R : 2+ 22
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2.26 Definition
Two sets A and B are said to be of the same cardinality if there is a bijective function
f:A— B. We write |A| = |B| or A= B in this case.

A set A is said to be of lower cardinality than a set B if there is an injection f : A — B.
We write |A| < |B| or A < B in this case.

A set A is said to be of strictly lower cardinality than a set B if if it is of lower cardinality
but not of the the same cardinality. We write |A| < |B| or A < B in this case.

2.27 Example

{a,b,c} ={1,2,3}
{a,b} < {1,2,3,4}
{a,b,c,d} =N

2.28 Proposition
The relation “<” is reflexive, antisymmetric, and transitive.

2.29 Example
Let 2N = {2n | n € N} = {0,2,4,6,...} be the set of even natural numbers. Then
2N| = |NJ.

To see why this is the case, consider the function f : N — 2N : n +— 2n. This function is
a bijection, which shows that N and 2N are of the same cardinality.

2.30 Definition
A set A is said to be infinite (or of infinite cardinality) if there is a proper subset B C A
with |B| = |A|.

A set is said to be finite (or of finite cardinality) if it is not infinite.

A set A is said to be countable (or of countable cardinality) if |A| < |NJ.

A set is said to be countably infinite (or of countably infinite cardinality) if it is infinite
and countable.

A set is said to be uncountable (or of uncountable cardinality) if it is not countable.
10/13/2011

2.31 Example
N is inifinite, as seen in Example 2.29. It is therefore countably infinite.
|Z| = |N|, because the following function is a bijection:

if n € 2N

N> Z:nr{?2
/ ! {—HTH if n ¢ 2N

2.32 Theorem
IN| =1Q|

Proof: See the lecture. The proof is based on Cantor’s first diagonalization principle.® W

8Named after Georg Ferdinand Ludwig Philipp Cantor, 1845-1918, German mathematician.
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2.33 Theorem
P(N) is not countable. In other words, |N| < |P(N)|.

Proof: Assume P(N) is countable.” Then there is a bijection f : N — P(N). Define the set
D={neN|n¢gf(n)} CN. Since f is a bijection, there must be some d € N such that
f(d) = D.

Is d € D? If it were, then by definition of D we obtain d ¢ f(d) = D which is impossible.
If it were not, then again by definition of D we obtain d € D which is impossible.

So, if we assume that P(N) is countable, then we arrive at an impossible situation (called
a contradiction). The assumption “P(N) is countable” therefore must be refuted. This
completes the proof that P(N) is not countable. [ |

2.34 Remark

The proof of Theorem 2.33 is based on Cantor’s second diagonalization principle, often
referred to simply as diagonalization. Diagonalization is of central importance in studying
the limits of computation.

Exercise 23
A relation R on a set X is called linear if, for any z,y € X with = # y, we have (z,y) € R
or (y,z) € R.

(a) Is set inclusion “C” linear? Justify your answer.

(b) Is the <-relation on R linear? Justify your answer.

3 Boolean!Algebra / Propositional Logic

3.1 Definition
Let P be a countably infinite set. We call the elements of P propositional variables (or
Boolean variables), and will usually denote them by letters p,q,r,....

3.2 Remark
Intuitively, we think of a Boolean variable as something which is either true or false. They
stand for statements like “Mary is in the library” or “Socrates is dead.” This intuition leads
us into the realm of logic and artificial intelligence.

Alternatively, we can think of Boolean variables to stand for “power on” or “power
off”—this intuition leads us into the realm of hardware (circuit) design.

3.3 Definition
We define (propositional) formulas recursively as follows.

9Proper use of English would probably demand the wording “Assume P(N) were countable.” However,
this would prompt us to use the conditional everywhere in the proof, which would be rather awkward. It is
thus common practice to use the present tense in such proofs.

1ONamed after George Boole, 1815-1864, English mathematician and philosopher.
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Every p € P is a formula (called an atomic formula).

If F'is a formula, then —F" is a formula.

If F,G are formulas, then (F'V G) and (F' A G) are formulas.

nothing else is a formula.

(F'V G) is called the disjunction of F and G' (pronounced “F or G”). (F A G) is called the
conjunction of F' and G (pronounced “F and G”).

We denote the set of all formulas by F.

The symbols V, A, = are called connectives.

3.4 Example

All of the following are formulas:
(»Va)

(pAg) V)

—~—=p

—(pV-r)AT

3.5 Example

None of the following are formulas:
(pVan)

(pAgVT)

=V —p

=(pV-r)Ar-

Exercise 24

Which of the following are formulas? Justify your answers.
rVpAp

rVi(pAT)

=r V P

((pAp)A(pAD))

3.6 Definition

Let T = {0,1}. We call it the set of truth values: false, and true, respectively.
An assignment is a function A: P — T.
Given an assignment A, we extend it to A" : F — T.

1. A'(p) = A(p) for each p € P

zAmwwnz{LﬁAG§:1mdA«g:1
, otherwise
3. A(FVG) = {17 1f~A(F.) =lor A(G)=1

, otherwise
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1, if A/(F)=0
0, otherwise

4. A(~F) = {

[From now on, drop distinction between A and A’

3.7 Example

Let A(p) = A(q) =1 and A(r) =
L, if A(-(pAg))=1or A(—r) =1

0, otherwise

1, if A(pAg)=0or A(r) =0

, otherwise

1, if A(p) =0or A(g) =0 or A(r) =0

0, otherwise

0.
A(=(pAgq)V —-r) = {
1

)

Exercise 25

Do the calculation from Example 3.7 for the formula —(rV —p) V =g and the values A(r) =1
and A(p) = A(q) = 0.

3.8 Remark
The same thing can be expressed via truth tables.
AF) A(G) | A(FAG) AF) A(G) | A(FVG) A(F) ‘ A(=F)
0 0 0 0 0 0 0 1
0 1 0 0 1 1 1 0
1 0 0 1 0 1
1 1 1 1 1 1
3.9 Example

Determining the truth values of formulas using truth tables:

P
S
P
=
=
3

Al

~—

A=(pAg) | Ar) | A=(pAg) v —r)

J
3

e i = e N e R
R OO~k OO
—H O RO~ ORO
]
»—x»—toooooo>
)

D
1
1
1
1
1
1
0
0

O, O OO
O~ = /) = ==

Exercise 26
Make the truth table for the formula from Exercise 25.
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3.10 Remark
The truth value of a formula is uniquely determined by the truth values of the propositional
variables it contains as subformulas.

3.11 Definition
Two Formulas F' and G are (semantically) equivalent (written F' = G) if for every assignment

A we have A(F) = A(G).

3.12 Example

pVqg=qVp.
We can show that this equivalence holds by looking at the truth table for both formulas:

) Alg) | AlpVvq) | AlqVp)

=
S

= = O O

0
1
0
1

_ == O
— == O

3.13 Example

P Vv -p=4q \V —q.
This can also be shown via truth table.

Alp) Alg) | A(=p) | A(=q) | AlpV —p) | AlgV —q)
0 0 1 1 1 1
0 1 1 0 1 1
1 0 0 1 1 1
1 1 0 0 1 1

3.14 Example
(pVgAr)=((pVaAlpVr)).
This can also be shown via truth table.

Alp) Alg) Alr) | A(

P
<
<
=
>
.

— === O O OO
(=)

HOOO»—‘OOO>
<

—_—_ 0O =Kk OO
—_ O = O M= OO
e e = e )
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Alp) Alg) Alr) | Alpva) | AllpVr)) | AllpVg) A(pVr)))
0 0 0 0 0 0
0 0 1 0 1 0
0 1 0 1 0 0
0 1 1 1 1 1
1 0 0 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1
1 1 1 1 1 1
3.15 Theorem
The following hold for all formulas F', G, and H.
FANF=F FVF=F idempotency
FANG=GAF FVG=GVF commutativity
(FANGYNH=FAN(GANH) (FVG)VH=FV(GVH) associativity
FANGVH)=(FANG)V(FANH) FV(GANH)=(FVG)A(FVH) distributivity
——F=F involution
“(FANG)=-FV-G —(FVG)=-FA-G de Morgan’s Laws
Proof: Straightforward using truth tables. [ |

3.16 Remark
Theorem 3.15 is very similar to Proposition 1.22.

We will sometimes omit brackets when it cannot cause confusion. E.g., we will write
pV qV r. However, a statement like p V ¢ A r is not allowed because it is ambiguous:

P
S
P
=
P
=

Allpvg Ar) | AlpV

—
S
>
=
N~—
S~—

_ —_ 0000
——_0O O = = OO

—_ O, O, O OO
— = = =m0 O O

— O, Ok OO

3.17 Example
We can now use the equalities from Theorem 3.15 to do calculations with formulas.

~(FAN-G)VG=-FV-—-GVH de Morgan
=-FVGVG involution
=-FVG idempotency
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Exercise 27
Show the following for all formulas F' and G, by applying the equalities from Theorem 3.15:
—(=FAN-G)=(GVF)

Exercise 28 (no hand-in)
Show the following for all formulas F', G and H, by applying the equalities from Theorem
3.15:

((GVH)NF)V(FANG)=FAN(GVH)

3.18 Remark
Define FF 1+ G = —(F A G)—pronounced “F nand G.” Then we can express negation,
disjunction, and conjunction using only “1”, as follows.

“F=-(FANF)=F1F
FVG=-(~FA=G)=-F1-G=(F1tF)1(G1G6)
FAG=—-—(FAG) =—=(F1GQ)=(F+G)1(F1Q).

This means that we don’t need three symbols (-, V, A)—one symbol (1) is enough.

Exercise 29
Define F' | G = —=(F V G) (“nor”). Express negation, disjunction and conjunction using
Only “\L”'

3.19 Remark
Ezxclusive or can be expressed as (F'V G) A =(F A G).

Exercise 30
Show (FVG)A—-(FAG)=(FA-G)V(GA-F).

3.20 Remark
The following connectives are commonly used as short notations. They are called implication
and equivalence, respectively.

F—-G=-FV({E
F&G=(F—->GNG—F)

3.21 Remark
F—-G=-FV(GE by definition
=-FV -G involution
= -GV -F commutativity
=G — F by definition

The equivalence F' — G = -G — —F is called contraposition.

Exercise 31
Show FF - (G — H)=(FAG) — H.

26



4 Numbers

So far, we have used numbers, but we have not defined them.
What are natural numbers? Let’s define them recursively.

4.1 Definition (Peano axioms'')
The following azioms define the natural numbers.

1. There is a natural number, denoted by 0.

2. Every natural number n has another natural number as successor, denoted by S(n).
3. There is no natural number whose successor is 0.

4. If two natural numbers have the same successor, then they are identical.

5. If a set X contains 0, and for every natural number n also its successor S(n), then the
natural numbers are a subset of X.

The set of all natural numbers is denoted by N.

4.2 Remark

The above definition still doesn’t tell us what 0 or S are. Intuitively, 0 stands for zero
and S(n) stands for n + 1. In the following, we will use the notation S(n) and n + 1
interchangeably.

4.3 Remark
We can rephrase the statements from Definition 4.1 as follows.

1. 0 eN.

2. fneNthenn+1eN.

3. There isnon € N withn+1 = 0.

4. If n4+1=m+ 1 then n = m. (In other words, S is injective.)

5. For any set X, if
(1) 0 € X and
(2) for every n € X we have n +1 € X,
then N C X.

We omit redundant brackets and write, e.g., 0+ 1+ 1 instead of (0+ 1) + 1.
We can now define addition and multiplication.

1 Giuseppe Peano, Italian mathematician and logician, 1858-1932.
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4.4 Definition
+ : N X N — N (a binary function, called addition, written infix) is defined recursively as
follows. For all n,m € N we define:
n+0=n
n+ S(m)=S(n+m)

4.5 Example
According to the definition just given we can calculate, for example:

4.6 Definition
- N x N — N (a binary function, called multiplication, written infix) is defined recursively
as follows. For all n,m € N we define:

n .

=0
n-S(m)=(n-m)+n

For convenience, we agree on the precedence of multiplication over addition, i.e., m+n-k
is read as m + (n - k).

4.7 Example

(0+1)-(0+1+1) = S(0)- S(S(0))

= (5(0) - 5(0)) + 5(0)

=( (5(0)-0)+5(0) )+ 5(0)
=( 0+S5(0) )+5(0)

= S5(04+0) + 5(0)

= 5(0) + 5(0)

=5 S(00) )

= 5(5(0))

=0+1+1

Exercise 32
Calculate (0+ 1+ 1) - (0 + 1) using the equations in Definitions 4.4 and 4.6 only.
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4.8 Definition
For convenience, we introduce the following symbols, called digits:

0=0 0=4+1
1=0+1 6=5+1
2=0+1+1 7T=6+1
3=0+1+1+1 8=T7T+1
4=3+1 9=8+1
4.9 Remark
It is now possible to show the following laws of arithmetic for all k,m,n € N.
n+0=n n-l=n (unit laws)
n+m=m+n n-m=m-n (commutativity)
kE+(m+n)=((k+m)+n k-(m-n)=(k-m)-n (associativity)
k-(m+n)=(k-m)+ (k-n) (distributivity)

10/27/2011

4.10 Remark
The Peano axioms are the most common way of formally introducing the natural numbers.
However, it is possible to even go a step further and base the natural numbers in set theory.
To do this, we only have to explain, using set theory, what 0 and S are, and then show that
the Peano axioms are met.

We do this as follows. Note that in set theory everything is a set, so each natural number
will be a set.

e We set 0 = (). Le., we identify 0 with the emptyset.
e For every natural number n, we set S(n) =n U {n}.
As sets, the natural numbers thus look as follows:

0=10
1=0uU{0} = {0}
2=1U{1} =0u{opu{ou{o}}={0,{0}} ={0,1}
3=20{2} ={0,{0},{0.{0}}} ={0,1,2}
4=30{3} ={0,{0},{0,{0}},{0,{0},{0,{0}}}} = {0,1,2,3}

etc.

In this notation, we have n = {k € N | k£ < n} for each n € N. Also, for each n € N we have
that n is a set of exactly n elements.

Exercise 33
Write the natural number 5 in set notation (not using any digits or the symbols S or +).

29



4.11 Definition
A list*? agag_; . .. ag of digits represents a natural number n which is computed as follows:

n=(..(ag-O+1) +ar1)- O+1)+...)-(9+1) +ao)
This means, in particular, that 9 + 1 = 10, i.e., we can rewrite this as follows:

n=((..(ax 104+ ag_1)-10+...)- 10+ ao)
4.12 Example

43562 = (((4-10+3) - 104 5) - 10 + 6) - 10 + 2

4.13 Definition
Using exponents (not defined here, but known from high school'®), we can also write this as
follows:

n:ak~1Ok+ak,1~10k’1+...+a0

The representation just introduced is called the decimal notation.

4.14 Example

4250 =4-10°+2-10>+5-10+9

4.15 Definition
Writing expressions like

n=ag 10" +ap_;- 101+ .. . +aq
is rather tedious. The following is a shortcut notation, called the sum notation:
k
n=>Y a;-10"  (=ao-10°+a; 10" +... +a;- 10
i=0
Sometimes a notation like Zf:o a; - 10° is used.

The sum symbol Z?:S can be read like a loop in a programming language. The ¢ = 5
beneath the ) -symbol initializes the “counter” i to 5. The 9 on top of the > -symbol is the
(inclusive) exit criterion: 4 starts with 5 and runs to (including) 9. The value behind the
> -symbol is added for each such i.

12\What is a list of digits? This can also be defined easily using set theory: Let’s first take a special symbol,
say [|, which stands for the empty list. Then we can define recursively:

e [] is a list of digits.
e If a is a digit and L a list of digits, then the pair (a, L) is a list of digits.

Lists are common data structures in Computer Science. If (a, L) is a (non-empty) list, then a is called the
head of this list, while L is called the tail of this list.

13As a reminder: For all k,n € N, we have n® = 1, n' = n and nFt! k

=n-n-.
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4.16 Example

4

Zi:O+1—|—2+3+4:10
1=0

D (k=3)=(A4-3)+(5-3)+(6-3)=6

Exercise 34
Calculate the following.

(a) Zi:? n?
(b) an:o 2-m

Exercise 35
Calculate the following.

(a) 5- Zi:2 n’
(b) >—o3

Exercise 36 (no hand-in)
Calculate the following.

4.17 Definition
The decimal notation using lists agag_1 ... ag, i.e.

k
akak_l...a():Zai-lOi (=ag-10°4ay - 10" + ... + ay - 10%)
i=0

uses base 10. We indicate this (sometimes) by writing the number with a subscript 10, e.g.,
123519. If a subscript is missing, we assume base 10 is used.

4.18 Definition
The binary notation uses base 2. In this case we use only 2 digits, namely 0 and 1 (called
binary digits). In this case, a list arax_1 . ..ag of binary digits stands for the number

k
n:ZazT (:a0-20+a1~21+...+ak'2k).
1=0

We indicate a binary number by a subscript 2.
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4.19 Example
Calculate conversion from binary to decimal from right to left.

1011, =1-2241-2'4+0-2241-22=1424+0+8 =114,
100, =0-2°40-2"-1-22 =040+ 4 = 449

Exercise 37
Convert 1100, and 115 to decimal notation.

4.20 Example
To calculate conversion from decimal to binary, repeatedly divide by 2, keep only the integer
value and note the remainders from right to left to obtain the result.

The result is asasaiag = 10115.

2610 divided by 2 is 131y with remainder 0( )
1310 divided by 2 is 619 with remainder 1( )
619 divided by 2 is 3;p with remainder 0(= ay)
310 divided by 2 is 15y with remainder 1( )
110 divided by 2 is 019 with remainder 1( )

The result is asazasaiag = 11010,.

Exercise 38
Convert 171y and 1679 to binary notation.

4.21 Definition
For any n € N we can establish an n-ary notation (with base n). For this we need n digits. It
is customary to use letters for digits standing for 10,9 and higher. E.g., the 16-ary notation
(called hexadecimal notation) uses the digits 0 to 9 as usual, and additionally the digits
A =10y, B =111, C =129, D = 1349, E = 1449, F = 15;9. We use the base as subscript
as before, i.e. 9AFD3:¢ is a hexadecimal number.

A number m € N is expressed in n-ary notation by a list agay_1 . .. ag of (suitable) digits,
where

k
_ i _ 0 1 k
ApQp_1 ...00 = a;-n (=ap-n"+a,-n +...+a-n")
i=0
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4.22 Example
Conversion from hexadecimal to decimal.

4AF 6 = Fig - 169, + Ayg - 161, + 446 - 163,
= (1510 - 110) + (1019 - 1619) + 410 - 25610
= 1510 + 16019 + 10249
= 1199,

Exercise 39
Convert ABC;g and 101044 to decimal notation.

4.23 Example
Conversion from decimal to hexadecimal.

2861 divided by 16 is 171 with remainder 14,y = E16(= ao)
1710 divided by 16 is 1;p with remainder 1(= a;)
110 divided by 16 is 019 with remainder 1(= ay)

The result is asa;ag = 11E.

Exercise 40
Convert 1024, to hexadecimal notation.

Exercise 41 (no hand-in)
Convert 172g to decimal notation.

Exercise 42 (no hand-in)
Convert 1721 to notation using base 7.

4.24 Example
Conversion between binary and hexadecimal notations is actually very simple. It further
helps to have the binary notation for the hexadecimal digits in mind:

0=0 4 = 1004 8 = 1000, C = 1100,
1=1 5 = 101, 9 = 1001, D = 1101,
2 =109 6 = 1104 A = 1010 E = 1110,
3 =11, 7 =111, B =1011, F=1111,

When starting from a hexadecimal number, simply expand each digit separately into
binary notation:

3 A B 8 Eq6
11 1010 1011 1000 11109
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So 3AB8E; = 1110101011100011105.
When converting from binary to hexadecimal, group the binary digits in groups of four
(starting from the right), then convert each group separately.

1011001000011111101,
101 1001 0000 1111 1101,
5 9 0 F Dis
590F D15

Exercise 43
Convert ABCyg and 101014 to binary notation.

Exercise 44
Convert 1100, and 11, to hexadecimal notation.

exam
material
Integers, Rationals, Reals stops
here
[Back to decimal notation for the following. |
4.25 Definition
We can define the set Z of integers as follows.
e NCZ
e For each x € Z there exists a unique y € Z such that  +y = 0. We write y as —z in
this case (and call it the inverse (with respect to addition; additive inverse) of x). We
abbreviate x + (—y) as z — v.
e 7 is as small as possible.
4.26 Example
The inverse of 5 is —5. Writing 7 — 3 is a shortcut notation for 7 + (—3).
11/03/2011

4.27 Proposition
For 7Z, the following hold.

e Both addition and multiplication are associative, commutative, and have units.
e The distributive law = - (y + z) = x -y + x - z holds for all z,y, z € Z.
e Every x € Z has an additive inverse —z.

So what about multiplicative inverses? If we furthermore force the existence of multi-
plicative inverses, then this gives rise to the rational numbers.

14The integers—and also the rationals and reals—can also be defined entirely using set theory, but we will
not cover this here.
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4.28 Definition
We can define the set Q of rational numbers as follows.

«ZCQ
e For each z € QQ there exists a unique y € Q such that z -y = 1. We write y as % in
this case (and call it the inverse (with respect to multiplication; multiplicative inverse)

of x). We abbreviate x - % as  orasz:y.

e (Q is as small as possible.

4.29 Example
The multiplicative inverse of —4 is —}l. The multiplicative inverse of % =3

4.30 Proposition
For Q, the following hold.

e Both addition and multiplication are associative, commutative, and have units.
e The distributive law = - (y + 2) = x - y + x - z holds for all z,y, z € Q.

e Every z € Q has an additive inverse —z, and every z € Q \ {0} has a multiplicative
1

inverse —.
xT
rest of
4.31 Remark si(‘:tlond
We can recover the usual decimal notation for rationals as follows: Two lists of digits joined >*PP€

by a dot, written agai_1...ag.b1bs...b,,, denote a rational number n as follows.

k m
n = (Za : 10") + (ij : %0])
i=0 Jj=1

Using negative exponents (where " stands for #), we can also write this as

k m
n = (Za - 10@') + <ij : 10—J’> .
i=0 Jj=1
1

Note, however, that this notation does not cover all rational numbers: The fraction 3 is
not expressible in this way. To cover all rational numbers, we also have to allow representa-
tions of the form

arpQp—1 .- - ao.b162 c. bmm

which stands for the number

k m 0o l
n= (Z a; - 10%’) + (Z b - 10‘@‘) + (Z <1o—m+i'l D e 10‘]’)) .
i=0 i=1 i=0 j=1

It obviously needs a formal proof that this form of representation is meaningful and exhaus-
tive for Q. But this is out of scope for this lecture.
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4.32 Example

1 5 9
14159 =3-10°+1-10" +4-10°+ — + — 4+ —
A IS TIERAS T2
169 — 2 5 3 3 3 3
- =29253=2-10"4+ — 4+ — 4+ 4 = 4+ = 4 4
75 +10+102+103+104+105+106+
4.33 Remark

The decimal representation of rational numbers is not unique since, e.g., 0.9 = 1.

4.34 Definition
Given k,n € N with n # 0, we say that k is divisible by n if % € N. In this case, we call n a
divisor of k.

By D(k) we denote the set of all divisors of k, i.e.

D(k):{neN\{0}|§eN}.

4.35 Example

D(1) = {1}

D(2) = {1,2}
D(6) = {1,2,3,6}
D(10) = {1,2,5,10}

Exercise 45
Determine D(0) and D(12).

4.36 Definition
A number p € N\ {0, 1} is called a prime number if D(p) = {1,p}. We denote the set of
prime numbers by P.

4.37 Remark
A number p € N is a prime number if and only if |D(p)| = 2.

4.38 Remark

P ={2,3,5,7,11,13,15,17,19,23,29,31,37,...}

4.39 Theorem (Fundamental Theorem of Arithmetic'®)
Every n € N\ {0} can be written as a unique product (up to the ordering of the factors) of
prime numbers. This product is called the prime factorization of n.

15This goes back to the ancient Egyptians, more than 3,500 years ago.
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4.40 Example

12=2-2-3=2%.3
28=2.2.7=22.7
60=2-2-3-5=2%.3.5

Exercise 46
Determine the prime factorizations of the numbers 112, 128, 86, and 17.

4.41 Theorem
|P| = |NJ, i.e., the set of all prime numbers is countably infinite.

Proof:!® It suffices to show that for each p € P there exists a ¢ € P with p < ¢.
So let p € P be any prime number. We need to show that there is a larger prime number.
Denote the n-th prime number (in ascending order) by p,, i.e., p1 = 2, po = 3, p3 = 5,
etc. Then there is a k with p = p,. Now consider the number

r=p-pP2...-pp+1,

which is divisible by 1 and by r, but not divisible by any of the prime number py, ..., ps.
We consider two cases.
(1) If r is a prime number, then this completes the proof since r > p as required.
(2) If r is not a prime number, then by Theorem 4.39 it must be divisible by a prime
number ¢ > p, which also completes the proof. [ |

4.42 Theorem
There is no z € Q with 2% = 2.

Proof: We give a proof by contradiction. Assume there is z = 2 € Q with 2% = 2.
. . q
We can assume without loss of generality that p,q € N and that at least one of p and ¢
is odd: If both are even, then repeatedly reduce the fraction § by 2 (i.e., divide both p and
g by 2) until this condition is satisfied.
Then we have

and hence
2.¢% =p°
Consequently, p> must be even, which implies that p must be even (since squares of odd

numbers are always odd).
Therefore, there exists £ € N with p = 2 - k, and we obtain

2. =p"=(2-k)?*=2-2-k*

6Euclid (of Alexandria), ca. 300 BC, Greek mathematician, the “Father of Geometry.”
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and therefore
q2 =2 k27

which means that ¢ is even.

We have just shown that both p and ¢ are even, which contradicts our earlier statement
that one of p and ¢ must be odd.

Hence, there can be no z € Q with 22 = 2. [ |

So how can we define the real numbers? Since we defined the rationals by “adding
fractions” to the integers, can we do the same to define the reals, i.e., “add square roots” to
the rational numbers to define the reals?

It turns out that defining the real numbers is much more complicated, but discussing this
is out of scope for this lecture. We thus take a “pragmatic” approach to defining the reals,
which is not as mathematically concise.

In decimal notation, real numbers can be written as two lists of digits joined by a dot,
where the first list is finite, and the second list is infinite (i.e., a sequence):

QpQp—1 ... ao.blb2b3b4 c.

Such a real number 7 can be understood as the result of the (infinite) sum

() () () bbb

It clearly requires further explanations why it makes sense to form such infinite sums
(and what it means), but we will leave this to the mathematicians.
Recall that this representation is not unique, e.g., 0.999999... = 1.0000.. ..

4.43 Example

m = 3.1415926535 . ..

V2 = 1.4142135 . ..

Z = 1.25000000. .. = 1.24999999 . ..

11/03/2011

5 Lists and Trees

5.1 Definition
Given a set X, we can recursively define lists over X, as follows.

e )\ is a list, called the empty list.

e If a € X and L is a list, then the pair (a, L) is a list.
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If (a, L) is a (non-empty) list, then a is called the head of this list, while L is called the tail
of this list. We denote the set of all lists over X by Lx.

5.2 Example
The following are lists over N.

5.3 Notation
If

(a1, (az, (as, (- - (ar-1, (ax, A)) - -))))

is a list, then we can also write this list as

lai,az,as,. .., ax_1,ak).
5.4 Example
(1,(2,(4,(3,2))) = [1,2,4,3]
(57 (4’ (37( 7/\)))) = [5’ 47 3, 2]
(0,A) = [0]
A=A

Exercise 47
Convert the lists [3,4, 3] and (6, (5, \)) into the (respective) other notation, as just intro-
duced.

5.5 Definition
We define the following functions.

head : Lx — X : (h,L) — h
tail:ldx—}LX : (h,L)'—)L
cons: X x Ly - Lx:(a,L) — (a,L)

5.6 Example
head([2,6,7]) = 2

tail(2,6,7]) = [6,7]
cons(3,[2,6,7]) = [3,2,6,7]
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Exercise 48
Determine head([6, 8, 3,4]), tail([3]) and cons(5, A).

5.7 Definition
We define recursively the function length : Ly — N:
length(A) =0
length(cons(h,T)) = 1 + length(T)

5.8 Example

length([a, b, ¢, d]) = 1 + length([b, ¢, d])
=1+ 1+ length([c, d])
=1+ 141+ length([d])
=1+1+1+1+length(A)
=4
Exercise 49
Determine length([a, a, a]).

5.9 Remark
length : Ly — N is surjective, but not injective.

5.10 Definition
We define recursively the function o : Ly x Lx — Ly (written infix, and called the concate-
nation or append function):

AoL =1L
(h,T)o L = cons(h,T o L)

5.11 Example

Exercise 50
Determine [a, b, a] o [a, a, b].

5.12 Definition
We define recursively the function reverse : Lx — Lx:

reverse(A) = A

reverse(cons(h, T')) = reverse(T') o [h]
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5.13 Example

reverse(|a, b, c]) = reverse([b, ) o [d]

= (reverse([c]) o [b]) o [a]

= ((reverse(\) o [c]) o [b]) o [d]
= ((Aofd)elb])ola

= ([do[b]) o a]

= [¢,b] o [q]

= [¢, b, a]

Exercise 51
Determine reverse([a]).

5.14 Remark
reverse : Ly — LLx is injective and surjective, and thus bijective.

Exercise 52
Give a recursive definition for the function aggsum : Ly — N which calculates the sum of all
the numbers occuring in the list. E.g., aggsum([3, 6, 3,2]) = 14.

5.15 Remark
The concatenation function “o” is associative and has a (left and right) unit A, but it is not
commutative, and there are no inverses other than for \.

5.16 Definition
A multiset (or bag) M is a pair (X, m), where X is a set and f : X — N\ {0} is a function.
For each z € X, f(x) is called the multiplicity of x in M.

5.17 Notation

We indicate multisets by the notation (ag, ai, as, ..., a,), where ay, ..., a, € X. If an element
a; occurs multiple times, then the number of occurrences is the multiplicity m(a;) of a;. Note
that the order of appearance of elements in this notation is irrelevant. The empty multiset

(0,0) is denoted by .

5.18 Example
The multiset

({a, ¢, d}, {(a,2), (¢, 1), (d, 3)})

can be written as

(a,a,c,d,d,d)
or also as

(a,c,d,d,d,a)
or

(d,a,a,d,d,c)
ete.

41
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Exercise 53
Give the multiplicity of each of the elements in the multiset

(0,1,1,2,2,2,2,3,3).

5.19 Definition
The following function mset2set maps multisets to sets.

mset2set((X,m)) = X.
5.20 Example

mset2set({(a, a,c,d,d,d)) = {a,c, d}

5.21 Definition
The following function adds an element a to a multiset (X, m).

msetadd(a, (X, m)) = (X U{a},m’),
where
m(z) ifrx#a
m': XU{a} > N:z— cma)+1 ifr=aeX
1 ifr=a¢ X

5.22 Example

msetadd(b, (a,a,c,d,d,d)) = (a,a,b,c,d,d,d)
msetadd(a, (a,a,c,d,d,d)) = {(a,a,a,c,d,d,d)

5.23 Definition
The following function “LJ” (written infix) defines multiset union of two multisets.

pUM=M
msetadd(a, N) UM = N Umsetadd(a, M)

5.24 Example

(a,a,b)y U {(a,c,d,d)y = msetadd(a, (a,b)) U {a,c,d,d)
= (a,b) Umsetadd(a, (a,c,d,d))
= (a,b) U{a,a,c,d,d)
= (b) Umsetadd(a, (a, a,c,d,d))
= (b) U {a,a,a,c,d,d)
= p U msetadd(b, (a,a,a,c,d,d))
=pU{a,a,a,b,c,d, d)
= (a,a,a,b,c,d,d)
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5.25 Definition
The following recursively defined function maps lists to the multiset of their elements.

list2mset(A) = p
list2mset(cons(h, T')) = msetadd(h, list2mset (7))

5.26 Example

list2mset([a, b, ¢, a]) = msetadd(a, list2mset([b, ¢, a]))

= msetadd(a, msetadd (b, list2mset([c, a])))

= msetadd(a, msetadd (b, msetadd(c, list2mset([a]))))

= msetadd(a, msetadd(b, msetadd(c, msetadd(a, list2mset(A))))

= msetadd(a, msetadd (b, msetadd(c, msetadd(a, p))))

= msetadd(a, msetadd (b, msetadd(c, (a))))

= msetadd(a, msetadd(b, (a, c)))
= msetadd(a, (a, b, c))

)

(a,a,b,c

Exercise 54
Determine list2mset(|a, a, b, d, d, d]).

Exercise 55
Determine mset2set(list2mset([a, a, b, d, d, d])).

5.27 Definition
Given a set X, we can recursively define binary trees over X, as follows.

e T is a binary tree, called the empty tree.
e If r € X and T} and T are binary trees, then the triple (a,T},T3) is a binary tree.

If T'= (r,T1,T3) is a (non-empty) binary tree, then r is called the root of the tree, while T}
and T; are called the left and right subtrees of T. If T} (respectively, T3) is non-empty, then
its root is called the left (respectively, right) successor (or child) of r.

5.28 Definition
We define the following functions on trees over X as follows, where the first results in a
multiset of trees over X, and the second results in a multiset of elements of X.

subtrees(T) =
subtrees((r, 71, T2)) = ((r, T}, T»)) U subtrees(77) U subtrees(T3)

nodes(7) = p
nodes((r,T1,T3)) = (r) Unodes(77) U nodes(T3)
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Given a tree T, we call subtrees(7") the multiset of subtrees of T, and we call nodes(T) the
multiset of all nodes of T'.
The multiset of all leaves of of a tree is defined as follows.

leaves(T) = p

) = (r)
)) = leaves(7}) U leaves(T5) ity #1or Ty #71

leaves((r, 7,7
leaves((r, T, Ty

5.29 Example
For
T=(5,3,0,7,7),4,7,7)),9,(7,7,8,7,7)),(12,(10,7,7),7)))

we have

nodes(T) = (5,3,1,4,9,7,8,12,10)
subtrees(T) = (T, (3,(1,7,7), (4,7,7)),

(1, 7,7),(4,7,7))

(9, ( T,(8,7,7)),(12,(10,7,7),7))
(7,7,(8,7,7)), (8 7,7)

(12, (10,7,7),7), (10,7, 7))

The leaves of T are 1,4, 8, 10.

5.30 Example
Arithmetic expressions can be understood as trees:

- (5 +y) = ('7 <x77_7 7_)7 <+7 (577—7 7-)7 (yaTv T)))
—(SL’ + Z) = (_7 <+7 (IL’,T, 7_)7 (277_7 T))7T>

Expressions from the algebra of sets can be understood as trees:
(MUN)N(NUA) = (N, (U,(M,7,7),(c, (N, 7,7),7)), (¢, (U, (N, 7,7), (A, 7,7)),7))

Note, that the leaves are the sets occurring in the expression.
Logical formulas can be understood as trees:

(p\/_‘q)/\p: (/\’ (\/’ (p77—77—)7<_\7 <Q’T7T)7T))’(p’7—77—))
Note that the leaves are the boolean variables occurring in the expression.

Exercise 56
Write the following as trees: ((A€)°)*NA, 1+ (1+1), (1+1)+1
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5.31 Definition
We define the following two functions, which assign natural numbers to trees.
size(T) =0
size((r,T1,Ts)) = 1 + size(T}) + size(T3)

depth(7) =0
depth((r,71,75)) = 1 + max{depth(T}), depth(73)}
For the latter, max A, for a finite A C N, denotes the largest number in the set A.
5.32 Example

size((+,(x, 7, 7), (+, (5,7, 7), (y, 7,7))))
=1+ size((z,7,7)) + size((+, (5, 7,7), (y, 7, 7)))
=1+ (1 + size(r) + size(7)) + (1 + size((5, 7, 7)) + size((y, 7, 7)))
=14 (140)+ (14 (1 + size(r) + size()) + (1 + size(7) + size(7)))
= 1—|—(1—|—0—|—0)+(1+(1+0+0)—|—(1+0—|—0))
=35

depth((-,(:v, T, 7—)7 <+> (57 T 7_)7 <y> T, T))))
= 1 4 max{depth((z, 7, 7)), depth((+, (5,7, 7), (y,7,7)))}
= 1+ max{1 + max{depth(7),depth(7)}, 1 + max{depth((5, 7, 7)), depth((y,7,7))}}
= 1 + max{1 + max{0,0}, 1 + max{depth((5, 7, 7)), depth((y,7,7))}}
=1+ max{1+ 0,1 + max{depth((5,7,7)),depth((y,7,7))}}
= 1+ max{1, 1+ max{1 + max{depth(r), depth(7)}, 1 + max{depth(7), depth(7)}}
= 1+ max{1,1 + max{1 + max{0,0}, 1 + max{0,0}}}
=1+ max{1,1 4+ max{1+0,1+0}}
=14 max{1,1+ max{1,1}}
=1+ max{1l,1+1}
=1+ max{1,2}
=142
=3
Exercise 57

Determine size(((A°)€)° N A) and depth(((A)°)c N A).

5.33 Definition
The following defines a function which associates with each tree a list of its nodes. The
function is called depth-first traversal.

dft(7) = A
dft((r, 11, Ty)) = [r] o dft(T1) o dft(T5)
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5.34 Example

dft((1, (2,(3,

,7),(4,7,7)),(5,(6,7,7),(7.7.7))))
1] o dft((2, (3,7, 7), (4,7,7))) Odft(( 6,71,7), (7,7, T)))

[ 7(
[1] o [2] o dft((3,7,7)) o dft((4,7,7)) o [5] o dft((6,7,7)) o dft((7, T, 7))
[1] o [2] o [3] o dft(7) o dft(7) o [4 ] odft(r) o dft(T)

o [5] 0 [6] o dft(7) o dft(7) o [7] o dft(7) o dft(7)
=[1,2,3]oAoXo[4oAroro[5,6loc AoNo[T]oNoA
=11,2,3,4,5,6,7]

Exercise 58
Calculate

dft((-, (2, 7,7), (+, (5,7, 7), (4, 7,7))))-

5.35 Definition
The following defines another function which associates with each tree a list of its nodes.
The function is called breadth-first traversal.

bft(T") = bitL([T])
bftL(A) = A
bftL(cons(7, L)) = bftL(L)
bftL(cons((r,T1,T3), L)) = [r] o bftL(L o [T}, T3])

5.36 Example

bft((1, (2,(4,7,7), (5,7,7)), (3, (6,7,7),(7,7,7))))

= bftL([(1, (2, (4,7, 7), (5,7, 7)), (3,(6,7,7),(7,7,7)))])
[1] o bftL([(2, (4,7, 7), (5, 7,7)), (3,(6,7,7),(7,7,7))])
[1] o [2] o bEEL([(3, (6, 7, 7), (7,7, 7))] o [(4, 7. 7), (5,7, 7)])
[1,2] o [3] o bitL([(4, 7, 7), (5,7, 7)] o [(6, 7, 7), (7,7, 7)])
[1,2,3] o [4] o bItL([(5,7,7)] o [(6,7,7),(7,7,7)] o [T, T])
[1,2,3,4] o [5] o bftL([(6,7,7),(7,7,7)] o [T, 7] o [T, T])
1,
[
1,

1,2,3,4,5] o [6] o bItL([(7,7,7)] o [, 7] o [T, T] o [T, T])
1,2,3,4,5,6] o [7] o bftL([r, 7] o [, 7] o [T, T] o [T, T])
1,2,3,4,5,6,7]

Exercise 59
Calculate

bft((-, (z, 7, 7), (+, (5,7, 7), (y,7,7))))-
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